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#### Abstract

This paper evaluates the performance of six possible sampling designs to estimate the population abundance index for American lobster using computer simulations. These designs include simple random sampling (SRS), systematic sampling (SYS) and stratified random sampling with four stratification schemes (i.e., based on region, depth, sediment and region $\times$ depth). For the stratified random design with region and depth being used for stratification, we evaluated the performances of different strategies for allocating sampling efforts. Simulations were implemented on the "true" populations which were estimated annually from 2002 to 2008 for both spring and fall based on a general additive model model developed in a separate study. Relative Estimation Error (REE), Relative Bias (RB) and design effect were used to measure the precision, accuracy and efficiency of mean estimation for different designs. On average, SYS tended to yield the most precise and efficient estimate of mean with specified sample size. However, its estimates tended to be biased and its performance varied with sample sizes and realizations of "true" population, thus changed with lobster distribution. Appropriate stratification, such as using depth to determine strata, significantly improved the precision and efficiency over SRS. Sediment, which is related to lobster distribution, was found to have little contribution to the improvement of the performance over SRS when it is used to determine strata. Also, allocating samples to each stratum based on variance or mean of previous year improved precision and efficiency. This study suggests that current design (i.e., region-depth stratified design) used in the survey had stable performance across years and seasons.
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## Introduction

Sampling is an essential process for studying a fish population. Scientific sampling designs help scientists to have a representative view of target population with limited efforts. In fisheries, because of different characteristics of target species (e.g., spatial structure) and objectives of sampling (e.g., estimators), different sampling designs are required to gain maximal efficiency (Liu et al., 2009; Simmonds and Fryer, 1996; Wang et al., 2009). Of the sampling designs, simple random sample without replacement (SRS) is more commonly used as a null design for comparing the efficiency (relative variance) of different sampling schemes than as an optimal practical fishery survey design (Pooler and Smith, 2005; Skibo et al., 2008).

Stratified random sampling approaches are commonly adopted in periodic fishery-independent surveys for tracking the temporal trend of abundance and estimating the total abundance at the defined spatial scale (Gavaris and Smith, 1987). Stratified designs can spread the sampling effort over the study area to improve the precision of estimates especially when there are heterogeneities between strata and homogeneities within a stratum (Lohr, 2009). Systematic sampling (SYS) tends to be more precise when there are spatial correlations between observations (Cochran 2007, Rivoirard et al., 2000). Stratified random designs allow for estimating the precision of the estimates of total abundance whereas the SYS does not. Other sampling schemes can also be designed for specific cases. For example, adaptive cluster sampling strategies were designed for use in cases of rare
or highly aggregated populations (Skibo et al., 2008; Thompson 1990).

An ideal sampling scheme is always constrained by budget and logistics (Lohr, 2009). Therefore, it is important and necessary to optimize the sampling design and maximize the information output from limited sampling efforts. Computer simulations are commonly used for evaluating and comparing different sampling designs in identifying optimal sampling design (Liu et al., 2009; Simmonds and Fryer, 1996). The sampling process of proposed designs is simulated on hypothetical "true" populations. Performance indices of different sampling strategies can be calculated based on defined criteria associated with sampling objectives. In general performance indices include measures of accuracy, which reflects the closeness to the true value; precision, which shows the extent to which repeated measurements or calculations gain the same or similar results (Taylor, 1997); and design effect, which measures the improvement in sampling efficiency of a particular sampling design over the SRS. The design effect is often calculated as the ratio of the estimator's variance that would be obtained from SRS to the variance obtained from an alternative sampling design with the same total sample size (Kish, 1965).

Estimating population abundance index or total abundance is usually the primary objective for periodic fisheryindependent surveys which are critical to fish stock assessment and management (Smith and Lundy, 2006). The precision of these estimates is important in influencing uncertainty associated with stock assessment and subsequent development of decision rules of fisheries management (Smith and Lundy, 2006). Improving the precision of survey estimates can lead to reduced uncertainty in assessment model estimates of stock size and improve fisheries management.

For a stratified random designed survey, many studies revealed that optimizing either sample allocation schemes or stratification schemes could lead to an increased precision of survey means or total estimates (Folmer and Pennington, 2000; Gavaris and Smith, 1987; Smith and Tremblay, 2003). There are many methods for allocating samples among strata, the most common being to allocate samples in proportion to strata area/size. The Neyman allocation rule allocates samples in proportion to strata variance (Lohr, 2009) although it is difficult to know the variance before a survey is conducted. Typically the variance estimates from previous years' surveys are used as estimates (Cochran, 2007). Recently, adaptive allocation methods have been developed to increase the precision of estimates from stratified surveys (Smith and Lundy, 2006).

The American lobster, Homarus americanus, are distributed in the northwest Atlantic from Newfoundland, Canada to offshore North Carolina, USA (Lawton and Lavalli, 1995) and support one of the most valuable commercial fishery in the United States, with an ex-vessel value over 500 million dollars in 2013. Multiple fisheryindependent surveys with differed spatial coverage were conducted to monitor this important economic species along the northeast American coast. The Maine-New Hampshire inshore trawl survey evaluated in this study yields an abundance index of inshore component of lobster population in the Gulf of Maine (GOM) (Chen et al., 2006), which contributes the majority of commercial catch in the US. This abundance index has been used to calibrate the stock assessment model for the lobster population in the GOM (ASMFC, 2009), thus providing critical information for the management. However, this survey is designed for groundfish monitoring and its performance for capturing the dynamics of lobster population is unknown and needs to be evaluated.

The objectives of this study are: (1) to evaluate the performance of current design (i.e., stratified random sampling) in terms of its accuracy, precision and efficiency by comparing with other possible sampling strategies; (2) to compare alternative allocations of sampling efforts for current stratified sampling design used in the survey; (3) to evaluate the robustness of evaluated sampling schemes over time in order to understand the impacts of lobster spatial dynamics resulting from possible environment changes on sampling strategies. A study such as this one is important to understand the overall performance of the current survey design for monitoring lobster and it could also provide knowledge for designing a fishery-independent survey.

## Materials and methods

## Maine-New Hampshire Inshore Trawl Survey

The Maine-New Hampshire inshore trawl survey evaluated in this study is a biannual multiple-species fishery-independent survey conducted by the Maine Department of Marine Resources (DMR) each spring and fall since fall of 2000. It follows a stratified random design with four depth strata ( $9-37 \mathrm{~m}, 37-64 \mathrm{~m}, 64-100 \mathrm{~m}$, and $>100 \mathrm{~m}$ with 12 km offshore limit) and five longitudinal regions based on oceanographic and geological features (Fig. 1). A target of 115 sampling stations was designed for each survey and the number of sample size per stratum was apportioned according to its total area. Groundfish species are the main target species of this survey in its design. However, an estimate of abundance index for American


Fig. 1. Region and depth strata for the Maine-New Hampshire inshore trawl survey (white areas are the areas that could not be towed)
lobster is also a primary sampling objective (Chen et al., 2006). The net is a modified version of shrimp net design used in Maine waters and designed to fish for a variety of near-bottom dwelling species without targeting any specific component.

## Simulation of a "true" population

The spatial distribution of American lobster is influenced by many factors such as temperature (Aiken and Waddy, 1986), salinity (Jury et al., 1994), and shelter availability (Wahle and Steneck 1991) and it differs greatly by season, sex, and size class (Chen et al., 2006). Chang et al., (2010) developed a habitat modeling approach for quantifying season-, size-, and sex-specific lobster distribution in the Gulf of Maine. They used a 2-stage general additive model (GAM), with a stage 1 GAM to estimate the probability of presence of lobsters and stage 2 GAM to estimate the lobster density and multiplied the 2 stage model results to estimate the comprehensive lobster density. The model
results suggested that lobster distribution was strongly associated with temperature and depth and different seasonally by sex and size classes, which are consistent with the ecology of the American lobster. In this study, the GAM models with bottom temperature, bottom salinity, latitude, longitude, depth, distance offshore, and two substratum features as the explanatory variables were used to estimate the season-, size-, and sex-specific lobster density distribution from 2002 to 2008. The model predictions were summed over size and sex to produce the spatial distribution of total lobster density (per tow) for spring and fall of each year from 2002 to 2008. We considered these time-series spatial distributions as "true" populations in evaluating alternative sampling designs. These "true" populations changed over time with respect to changes in temperature and salinity variables (see details in Chang et al., 2010). The temperature and salinity information for 2002 to 2008 was produced by the Gulf of Maine Ocean Observing System circulation nowcast/ forecast system (Xue et al., 2005).

## Survey designs

The 3698 potential sampling stations generated by overlaying 1 nautical mile (NM) $\times 1(\mathrm{NM})$ grids over the survey area were considered as the sampling frame of this study. Areas that could not be towed were excluded (Fig. 1). Three types of sampling designs were considered:

- SRS: $n$ stations of the potential 3698 sites were randomly selected and sampled;
- Stratified random sampling: four stratification schemes were defined, including four depths, five regions, seven sediments (i.e., gravel, gravel-sand, sand, clay-silt/sand, sand-clay/ silt, clay, and sand/silt/clay), and four depths $\times$ five regions, and $n$ stations were allocated proportionally to the size of the strata. The stratified mean $\bar{y}_{\text {str }}$ was estimated by taking the weighted mean over all strata (Lohr 2009):

$$
\begin{equation*}
\bar{y}_{\text {str }}=\sum_{h=1}^{H} \frac{N_{h}}{N} \sum_{h=1}^{n_{h}} \frac{y_{h i}}{n_{h}} \tag{1}
\end{equation*}
$$

where $n_{h}$ is the number of stations sampled in

- stratum $h, n=\sum \underset{h=1}{H} n_{h}$ is the total number of stations sampled, $N_{h}$ is the total number of possible stations in stratum $h, H$ is the number of strata, $N=\sum \underset{h=1}{H} N_{h}$ is the total number of possible stations in the survey area, and $y_{\text {hi }}$ is the number of lobster density in station $i$ of stratum $h$.
- SYS: the first station was randomly selected from the total of 3698 grids and the remaining stations $n-1$ were evenly spaced in the survey area.

Based on the above three designs, a total of six survey designs were evaluated in this study (Table 1).

For the stratified survey design currently used by Maine DMR, Neyman allocation scheme was used to evaluate if such an approach can improve the precision of estimates. Neyman allocation is the special case of optimal allocation when the costs in the strata are approximately equal (Lohr,
2009). The sample size in the stratum, $n_{h}$, is proportional to $N_{h} S_{h}$, where $S_{h}$ is the variance of stratum $h$ (Lohr, 2009). $S_{h}$ was assumed to be equal to the population variance of the previous year in stratum $h$ which is estimated based on habitat model. In this case, we allocated more sample to highly variable strata and large strata of the previous year. Also we considered the case that $n_{h}$ is just proportional to $S_{h}$ which means we just allocate more samples to highly variable strata forecasted by previous year. In most fisheries surveys, mean and variance are related (Smith and Lundy, 2006). Therefore, we also investigated the two allocation schemes with mean substituted for variance. Thus we considered four scenarios of sample allocations for the survey design currently used by the Maine DMR:

- Scenario one: allocating samples based on variances of strata weighted by area
- Scenario two: allocating samples just based on variances of strata
- Scenario three: allocating samples based on means of strata weighted by area
- Scenario four: allocating samples just based on means of strata


## Evaluating survey designs

Three indices were used to measure the performance (e.g., accuracy, precision and efficiency) of each sampling scheme. Relative Estimation Error (REE) was used to quantify the accuracy and precision of estimated mean (Chen 1996):

$$
\begin{equation*}
\text { REE }=\frac{1}{y^{\text {true }}} \sqrt{\sum_{i=1}^{N}\left(y_{i}^{\text {est }}-y^{\text {true }}\right)^{2} \cdot \frac{1}{N}} \tag{2}
\end{equation*}
$$

We also calculated Relative Bias (RB) for the estimated mean as (Paloheimo and Chen 1996):

$$
\begin{equation*}
\mathrm{RB}=\frac{1}{\mathrm{y}^{\text {tue }}}\left(\frac{\sum_{i=1}^{N} y_{i}^{\text {ett }}-N y^{\text {tue }}}{N}\right) \tag{3}
\end{equation*}
$$

where $Y_{i}{ }^{\text {estimated }}$ is the estimated mean in the $i^{\text {th }}$ simulated

Table 1. List of sampling designs

| Design I | Design II | Design III | Design IV | Design V | Design VI |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Simple random design | Systematic design | Stratified design with 5 regions strata | Stratified design with 4 depths strata | Stratified design with 7 sediments strata | Stratified design with 20 strata ( 4 depths $\times 5$ regions) |

survey, $\mathrm{Y}^{\text {true }}$ is the true mean, $N$ is the number of simulation times. The REE and RB values reflect both bias and variation in the estimation, and a smaller REE or RB value suggests a better performance (Chen, 1996). The RB value could also indicate whether the sampling design tends to underestimate or overestimate the population mean.

The variance of sample mean of each sampling strategy was calculated from the distribution of sample mean generated by repeating the sampling process on the "true" population. Such a variance reflects the variability of sample mean. In theory, the sampling designs considered in this study produce unbiased estimates of population mean. However the unbiasedness does not mean that estimate of mean for a particular simulation run would be equal to the true population mean. Rather, the unbiased estimators have variability; sometimes they would be too low or too high. If the estimates of mean are too variable based on certain design, it would be considered of low precision and less efficient. Design effect, deff (m) was used to quantify the difference of sample-to-sample variability between a specified sampling design and SRS:

$$
\begin{equation*}
\operatorname{deff}(\bar{m})=\frac{V(k, \bar{m})}{V(S R S, \bar{m})} \tag{4}
\end{equation*}
$$

where $\bar{m}$ is the sample mean, $V(k, \bar{m})$ is the variance of sample mean under the $k^{\text {th }}$ sampling design, $V(S R S, \bar{m})$ is the variance of sample mean under the SRS design.

## Simulation procedure

The sampling process was simulated for each design by spring and fall from 2002 to 2008 based on the "true populations". For Design I to Design VI (Table 1), three sample sizes were considered $(87,115,144)$ in order to test the impacts of sample size. Simulations could be divided into two steps for each sampling design: (1) draw samples according to a particular design from the "true" population for 1000 times and calculate each performance index; and (2) repeat step 1 for 100 times to capture variability in the simulation and get the distribution of performance indices.

## Results

## Simulated populations

The predicted spatial pattern of lobster distribution was stable over time for both spring and fall from 2002 to 2008, therefore, only the distributions of 2006 were shown as an example (Fig. 2). In general, lobster density was predicted to be higher in inshore waters. The hot spots were located


Fig. 2. Simulated 'true' population distribution of American lobster in the Gulf of Maine for 2006
in the mid-coast region. Those patterns were similar for both spring and fall.

## Survey designs

The values of REE and design effect showed consistently that the performance (i.e., efficiency and precision) of the six survey designs had the following ranking (from best to worst): Design II > Design VI > Design IV > Design $\mathrm{V}>$ Design III $>$ Design I. This performance ranking was the same for both spring and fall populations, for different sample sizes (i.e., 87,115 and 144; Table 2, Fig. 3), and for different years (i.e., from 2002 to 2008; Table 2, Fig. 4). The same pattern in these two indices was apparent for the spring population (not illustrated).

SYS yielded the most precise and efficient estimates of population mean. However, its performance indices (e.g., REE and design effect) showed large variation with the change of sample size (Table 2, Fig. 3). For example, the annual average REE for fall population decreased from $7.11 \%$ to $4.92 \%$ when sample size increased from 87 to 115. However it increased from $4.92 \%$ to $6.49 \%$ when sample size increased from 115 to 144 . The annual average design effect showed the same pattern. Thus, increased sample size might lead to decreased performances for SYS. Such variation in the design effects and REE also existed in the spring population. In addition, the design
Table 2. The design effects estimated in simulation for seven years with small, medium and large sample size

| Sample size | Year | Design / spring |  |  |  |  |  |  | Design / fall |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | I | II | III | IV | V | VI | I | II | III | IV | V | VI |
| 87 | 2002 | 1 | 0.341 | 0.964 | 0.689 | 0.807 | 0.604 | 1 | 0.244 | 0.993 | 0.662 | 0.915 | 0.582 |
|  | 2003 | 1 | 0.349 | 0.964 | 0.674 | 0.807 | 0.600 | 1 | 0.244 | 0.991 | 0.662 | 0.914 | 0.581 |
|  | 2004 | 1 | 0.409 | 0.983 | 0.690 | 0.847 | 0.614 | 1 | 0.260 | 0.993 | 0.636 | 0.907 | 0.578 |
|  | 2005 | 1 | 0.375 | 0.973 | 0.688 | 0.825 | 0.612 | 1 | 0.261 | 0.994 | 0.656 | 0.930 | 0.593 |
|  | $2006$ | 1 | 0.552 | 0.940 | 0.699 | 0.871 | 0.579 | 1 | 0.265 | 0.998 | 0.637 | 0.930 | 0.584 |
|  | $2007$ | 1 | $0.358$ | 0.973 | 0.700 | 0.820 | 0.620 | 1 | 0.249 | 0.996 | 0.641 | 0.923 | 0.575 |
|  | 2008 | 1 | 0.425 | 0.975 | 0.712 | 0.875 | 0.611 | 1 | 0.249 | 1.000 | 0.664 | 0.938 | 0.588 |
| 115 | 2002 | 1 | 0.120 | 0.959 | 0.690 | 0.810 | 0.605 | 1 | 0.170 | 0.985 | 0.646 | 0.915 | 0.577 |
|  | $2003$ | 1 | $0.118$ | 0.971 | 0.662 | 0.823 | 0.576 | 1 | 0.168 | 0.988 | 0.642 | 0.920 | 0.586 |
|  | $2004$ | 1 | 0.129 | 0.968 | 0.678 | 0.836 | 0.600 | 1 | 0.161 | 0.985 | 0.624 | 0.913 | 0.574 |
|  | $2005$ | 1 | $0.125$ | 0.964 | 0.682 | 0.817 | 0.600 | 1 | 0.160 | 1.001 | 0.633 | 0.937 | 0.583 |
|  | $2006$ | 1 | 0.198 | 0.924 | 0.698 | 0.865 | 0.556 | 1 | 0.157 | 0.990 | 0.625 | 0.922 | 0.579 |
|  | $2007$ | 1 | $0.123$ | 0.956 | 0.683 | 0.816 | 0.593 | 1 | 0.155 | 0.998 | 0.628 | 0.919 | 0.571 |
|  | 2008 | 1 | 0.155 | 0.949 | 0.682 | 0.853 | 0.576 | 1 | 0.159 | 0.979 | 0.633 | 0.920 | 0.584 |
| 144 | 2002 | 1 | 0.419 | 0.942 | 0.697 | 0.802 | 0.600 | 1 | 0.312 | 0.983 | 0.666 | 0.919 | 0.589 |
|  | 2003 | 1 | 0.470 | 0.954 | 0.685 | 0.823 | 0.591 | 1 | 0.294 | 0.971 | 0.667 | 0.921 | 0.597 |
|  | 2004 | 1 | 0.458 | 0.953 | 0.691 | 0.835 | 0.605 | 1 | 0.330 | 0.975 | 0.645 | 0.921 | 0.587 |
|  | 2005 | 1 | 0.488 | 0.944 | 0.697 | 0.831 | 0.610 | 1 | 0.329 | 0.978 | 0.644 | 0.925 | 0.598 |
|  | 2006 | 1 | 0.499 | 0.921 | 0.714 | 0.865 | 0.563 | 1 | 0.333 | 0.976 | 0.644 | 0.928 | 0.592 |
|  | 2007 | 1 | 0.484 | 0.950 | 0.710 | 0.813 | 0.606 | 1 | 0.329 | 0.987 | 0.649 | 0.927 | 0.587 |
|  | 2008 | 1 | 0.501 | 0.934 | 0.707 | 0.856 | 0.586 | 1 | 0.346 | 0.966 | 0.658 | 0.932 | 0.589 |



Fig. 3. Comparison of index REE yielded by five evaluated sampling designs with small (87), medium (115) and large (144) sample sizes for fall population of 2002 (values in the plot are medians)
effect of SYS differed for spring and fall population with the same sample size, suggesting SYS is likely to be sensitive to different realization of population spatial distribution (Table 2).

The current region-depth stratified design used by DMR performed slightly better in annual average design effect and REE compared to the depth-stratified design alone, when the same sample size was the used. Stratification by regions only contributes a little to the improvement of the efficiency since it just resulted in less than $10 \%$ improvement in design effect. Most of the improved efficiency due to the current depth-region-based 20 -strata design came from the depth component of the stratification scheme. Sediment-stratified design had the similar efficiency as region-based design. However, its performance differed by season (Table 2). The REE and design effect obtained by region-stratified design and sediment-stratified design were close (Table 2, Fig. 3). The annual average REE values of stratified designs for the estimation of both spring and fall populations decreased as the sample size became larger (Fig. 3). Such a decrease was gained by increasing sample size from 87
to 115 and was larger than the decrease resulting from increasing sample size from 115 to 144 . The improvement of precision by increasing the sample size varied with different designs.

The RB values of all the designs except for Design II were distributed evenly around zero (e.g., annual means were less than $0.1 \%$ ) for any given sample size and population which indicates that the biases of these designs have no tendency to be either negative or positive (Fig.5). However, for SYS biases tended to be positive consistently across all the years for both spring and fall populations when sample size was 87 and tended to be negative when sample size increased (Fig. 5). The annual average RB values of SYS had relatively large variation with the change of sample size. The SYS might yield overestimated or underestimated population mean compared to the other sampling designs.

The variations of REE and RB between different years are shown in Figs. 4 and 6. The patterns of REE across the years associated with six sampling designs are almost the same and variations are relative small (Fig. 4). The values


Fig. 4. Performance index (i.e., REE) of five evaluated sampling designs with sample size being 115 across years (i.e., 2002-2008) for fall population (values in the plot are medians)
of RB across years are stable and show no bias on average for all the sampling designs except SYS (Fig. 6), indicating that different realizations of population distribution in the simulation might not exert a large influence on the performance of those sampling designs.

In conclusion, SYS gave the most precise and efficient estimates of population mean; however, these estimates were biased. Its precision differed by season and its bias varied across years. Stratified design produced unbiased estimates and its precision and efficiency depends on the stratification strategy. All the stratification strategies evaluated had stable performance across years and seasons except sediment-stratified design whose performance varied with season. However, season-specific performance of sediment-stratified strategy was stable across years.

## Sample allocations

The results of reallocating samples for Design VI showed that REE of four scenarios reduced by about 2\%, suggesting that reallocating samples based on variance or mean of previous year only improved precision slightly. The design effects of the four scenarios decreased by $20 \%$ for the years from 2003 to 2008 of both fall and spring populations, suggesting that reallocating samples improved efficiency by about $20 \%$. The RB values were
so small (less than 0.1\%) that they could be ignored. The performances of the four scenarios are shown in Table 3. Scenario one and two performed best for both spring and fall population through all the years and the performance indices of those two scenarios are very close.

For the fall population, Scenario two performed best for the years of 2003, 2005 and 2008 in which both the REE and design effect were smallest (Table 3). For the year of 2006 the performance of Scenarios three was the best. For the year of 2004 and 2007 Scenario one had the highest precision and efficiency. For the spring population, best scenarios were not consistently suggested by the values of REE and design effect. However the values of those two indices were very close (Table 3). Scenario four did not perform well in any given scenario for both spring and fall populations. Scenario three only performed best in the year of 2006 for the fall population. Variance or weighted variance of immediately previous year was a better indicator for allocating samples to each stratum than the mean.

## Discussion

The performance of several sampling designs and different sample sizes in their ability of estimating abundance indices in fishery-independent surveys especially for


Fig. 5. Comparison of index RB yielded by five evaluated sampling designs with small (87), medium (115) and large (144) sample sizes for fall population of 2002 (values in the plot are medians)
benthic invertebrate species was examined in several studies (Cabral and Murta, 2004; Smith and Lundy, 2006; Smith and Tremblay, 2003). Although these studies generated insights about performance of various survey designs and sample size, either the number of designs involved or the number of "true" spatial distributions was limited. In this study, the bias relative to the "true" population value and precision and efficiency relative to the variance obtained by SRS, stratified random sampling and SYS were compared, and alternative sampling effort allocation schemes were explored and evaluated using computer simulation based on 14 "true" populations (e.g., spring and fall population each year from 2002 to 2008).

The currently used stratified random sampling design was on average less precise and efficient for estimating population mean than SYS for both spring and fall surveys in all the years investigated. This is consistent with previous studies which suggest that SYS tends to be more accurate than stratified random design (Cochran, 2007; Ripley, 2004). The desirable properties of SYS generally
embodies in providing better support for kriging methods which aim to obtain estimates of spatial distribution (Liu et al., 2009). In this study, SYS was demonstrated to out-perform random and stratified random designs for estimating the population mean in terms of precision and efficiency. However, given that RB is non zero for SYS on average, this suggests that the sampling design either overor under-estimates 'true' population mean. Another striking feature of SYS in this study is that precision and design effect are not always improved with increased sample sizes. For example, increasing the sample size by $25 \%$ from 115 to 144 would not reduce sampling errors, rather would actually increase the REE and design effect by $32 \%$ and $100 \%$, respectively. REE and variance of sample mean did decrease when the sample size approached the entire population globally (Fig. 7). However, local behaviors of REE and variance were complex. There are some major peaks and a lot of small fluctuations in the curves of REE and variance versus sample size (Fig. 7). Therefore, it is difficult to select a specific sample size to reach a specified performance for a SYS design.

Table 3. The performance indices for four scenarios of sample allocation based on stratified design with 20 strata. The smallest REE and design effect for each scenario are emboldened.

|  | Year | REE (\%) |  |  | RB (\%) |  |  | Design effect |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 | 1 | 2 | 3 | 4 |
| FALL | 2002 | 10.067 | 9.562 | 10.101 | 10.107 | -0.019 | -0.009 | 0.021 | 0.024 | 0.551 | 0.496 | 0.552 | 0.549 |
|  | 2003 | 8.099 | 7.943 | 8.254 | 8.460 | -0.014 | -0.002 | 0.000 | 0.012 | 0.388 | 0.372 | 0.406 | 0.420 |
|  | 2004 | 8.426 | 8.433 | 8.647 | 9.044 | -0.012 | -0.057 | -0.022 | 0.015 | 0.393 | 0.394 | 0.416 | 0.451 |
|  | 2005 | 8.849 | 8.688 | 8.947 | 9.131 | 0.057 | -0.040 | 0.023 | 0.059 | 0.401 | 0.383 | 0.407 | 0.419 |
|  | 2006 | 8.822 | 8.715 | 8.663 | 8.728 | -0.039 | 0.033 | -0.039 | 0.007 | 0.401 | 0.396 | 0.388 | 0.393 |
|  | 2007 | 7.930 | 8.096 | 8.013 | 8.431 | -0.023 | -0.004 | 0.042 | 0.025 | 0.356 | 0.371 | 0.364 | 0.402 |
|  | 2008 | 8.054 | 7.977 | 8.549 | 8.715 | -0.034 | 0.031 | -0.008 | -0.027 | 0.360 | 0.354 | 0.407 | 0.419 |
| SPRING | 2002 | 10.277 | 10.359 | 10.333 | 10.332 | 0.002 | -0.023 | -0.010 | -0.010 | 0.589 | 0.600 | 0.597 | 0.597 |
|  | 2003 | 7.973 | 7.993 | 8.219 | 8.414 | 0.030 | -0.023 | -0.011 | -0.019 | 0.377 | 0.378 | 0.398 | 0.421 |
|  | 2004 | 8.106 | 8.071 | 8.510 | 8.693 | -0.003 | 0.014 | 0.027 | -0.047 | 0.386 | 0.387 | 0.431 | 0.446 |
|  | 2005 | 8.584 | 8.425 | 8.532 | 8.935 | -0.018 | 0.010 | 0.019 | 0.009 | 0.391 | 0.375 | 0.390 | 0.422 |
|  | 2006 | 8.237 | 8.236 | 8.500 | 8.707 | -0.046 | 0.018 | 0.065 | 0.017 | 0.333 | 0.334 | 0.359 | 0.373 |
|  | 2007 | 8.347 | 8.367 | 8.637 | 8.916 | -0.014 | 0.001 | -0.008 | 0.017 | 0.367 | 0.369 | 0.394 | 0.423 |
|  | 2008 | 8.368 | 8.317 | 8.621 | 8.792 | 0.007 | 0.025 | 0.015 | 0.019 | 0.370 | 0.363 | 0.389 | 0.407 |

Stratified random design can spread out the samples and often improve the precision and efficiency of survey means compared to SRS (Lohr, 2009). However, this study demonstrates that stratification, if determined inappropriately, such as only using regions to determine strata, makes little contribution to the improvement of precision and efficiency. It is critical to select suitable variables to determine strata. Variables that may greatly influence spatial distribution and population structure of target species are considered to be good choices because the strata determined by such variables tend to make homogeneity within a stratum and heterogeneity between stratum. For example, the stratification based on depth in this study improved the efficiency and precision greatly over SRS. Previous studies revealed that lobster distribution and size composition vary with water depth (Chen et al., 2006; Wahle and Steneck, 1991). However, the stratification based on sediment, which is another variable used in the GAM model for generating the 'true' population, did not improve the performance over SRS as much as depth-stratified design did. Although studies have revealed that high lobster density occurs in substrates with boulders (Cooper and Uzmann, 1980) and rocks (Steneck, 2006). Due to the limitation of gear type used in this trawl survey such substrates had limited coverage the trawl survey. Also, variable sediment is not as significant as variable depth in the GAM developed by Chang et al., (2010). This study suggests that no all variables that may
influence spatial distribution of lobster are suitable for survey stratficiation.

Reallocating samples among strata can significantly improve the ability of estimating population mean. A reduction of $20 \%$ samples from the current sample size (115) could obtain similar precision and efficiency for estimating population mean by reallocating the sampling efforts based on the variances estimated in the previous year. The four scenarios considered in this study yield improvement in efficiency and precision, indicating that variance and mean might be correlated. However, variance tends to be better than mean as an indicator of allocating samples among the strata. The difference between scenario one and scenario two is that variance used in scenario one is weighted by area. The impact of area weight to variance was related to how well the variance of previous year predicting the next's. For the years that scenario one outweighs scenario two, the reason is that the weighted variances of previous year are more approaching the true variances than those un-weighted.

The current stratified sampling design was found to be robust to different realizations of lobster population, and its performance was stable between seasons and among years. This suggests that the change in temporal and spatial distributions driven by environmental factors such as bottom temperature and salinity has no effect on the


Fig. 6. Performance index (i.e., RB) of five evaluated sampling designs with sample size being 115 across years (i.e., 2002-2008) for fall population (values in the plot are medians)
ability of appropriate stratified sampling design to estimate the mean. Smith (1996) simulated two very different populations (with and without spatial structure) to show that the underlying distribution and spatial structure of population have no effect on the performance of stratified sampling design in estimating mean and its standard error. Our study is consistent with his study. Such a result indicates that the relative abundance trend of lobster could be well tracked based on the current design without any standardization.

For a fishery independent survey targeting multiple species as the one evaluated in this study stratified random design is more appropriate. Because different species tend to have different spatial distributions, SYS may perform well on one or some, but not all. Additionally, it's hard to decide a particular sample size for SYS since its performance could dramatically fluctuate with small change of sample size. However appropriate stratified random design is robust to different distributions. Given the variability in fish population distribution over time and space and nature of targeting multispecies in a fishery-independent survey program, stratified random survey design is more desirable for a fishery-independent survey. Defining the sampling frame is a critical issue in a fishery-independent survey. For example, the size of sampling unit can influence the performance of certain sampling designs (Pennington and

Volstad 1991). In this study the sampling unit was defined as $1 \mathrm{NM} \times 1 \mathrm{NM}$ and some potential sampling units were excluded due to the operability of gear type. Studies may be needed to evaluate the impacts of sampling frame on the inshore bottom trawl survey for the American lobster.

This study suggests that stratified random survey design used in the Maine bottom trawl survey can yield abundance index estimates that can reliably capture spatial and temporal variability of American lobster population along the coast of Maine covered by the survey program.


Fig. 7. Change of REE and variance of sample mean yielded by Systematic design with sample size

The use of the abundance index in the lobster stock assessment (ASMFC, 2009) is thus desirable. Similar approach used in this study can also be used for other fish species to evaluate the reliability of abundance index derived from a fishery-independent survey program in capturing fish stock dynamics in stock assessment.
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